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Goals 

To develop privacy-preserving techniques for 

HMM. 

 to develop techniques based on floating point 

arithmetic. 

To develop techniques for two-party setting 

based on threshold homomorphic encryption. 

HMM 

Floating point operations Results 

Conclusion 

Motivation 

 HMM has several applications in pattern 

recognition such as speaker recognition. 

  Personal data need to be protected. 

 Implementation of HMM for two-party setting.  
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 Privacy-preserving techniques are used  for 

HMM computation in two-party setting. 

 The overhead of communications and 

computations are minimized.  

HMM Consists of : 

 N states 𝑆1, … , 𝑆𝑛. 
 M possible outcomes 𝑚1, … ,𝑚𝑀. 
 A vector 𝜋 =  𝜋1, … , 𝜋𝑁  that contains the 

initial state probability distribution.  

 A matrix A of size 𝑁 × 𝑁 that contains state 

transition probabilities. 

 A matrix B of size 𝑁 ×𝑀 that contains 

output probabilities. 

Comparison(LT) of two encrypted integer 

numbers 𝒆𝒏𝒄(𝒙) and 𝒆𝒏𝒄 𝒚  

Server: 
1- Select 𝑏1 ∈ 0, 1 , 𝑟1, 𝑟

′
1 ∈ 0,1

∗, 𝑟1 > 𝑟
′
1. 

2- compute 𝑒𝑛𝑐 𝑐 = 𝑒𝑛𝑐 𝑥 − 𝑦 , 
3- compute 𝑎1 = 𝑒𝑛𝑐 1 − 𝑏1 , 𝑎2 =
𝑒𝑛𝑐 𝑏1 , 𝑎3 = 𝑒𝑛𝑐(−1

𝑏1𝑐𝑟1 + (−1)
1−𝑏1𝑟′1), 

and send to Client. 

 

Client: 
4- Select 𝑏2 ∈ 0, 1 ,  

𝑟2, 𝑟
′
2 ∈ 0,1

∗, 𝑟2 > 𝑟
′
2. 

5- compute 𝑎′1 = 𝑎1+𝑏2𝑒𝑛𝑐 0 , 𝑎′2 =

𝑎2−𝑏2𝑒𝑛𝑐 0 , 𝑎′3 = 𝑒𝑛𝑐(−1
𝑏2𝑎3𝑟2 +

(−1)1−𝑏2𝑟′2), and send to Server. 

 

Server & Client: 
6- Compute 𝑑𝑒𝑐 𝑎′3 . If it is negative, output is 

𝑎′2, otherwise, output is 𝑎′1.  
 

Multiplication(Mul) of two encrypted integer 

numbers 𝒆𝒏𝒄(𝒙) and 𝒆𝒏𝒄 𝒚 : 
Server: 
1- Choose a random number 𝑟. 
2- Compute 𝑒𝑛𝑐 𝑥 − 𝑟 , and send to Client. 

 

Server & Client: 
3- Compute 𝑑𝑒𝑐 𝑥 − 𝑟 . 
 

Client: 

4- compute 𝑒𝑛𝑐(𝑦 𝑥 − 𝑟 ), and sent to Server. 

 

Server: 
4- Compute 𝑒𝑐𝑛(𝑦𝑟), and send to Client: 

 

Server & Client: 
5- Compute 𝑒𝑛𝑐 𝑥𝑦 . 
 

HMM algorithm 

HMM algorithm 

𝑃∗, 𝑞∗ ← 𝐻𝑀𝑀 𝑁, 𝑇, 𝜋, 𝐴, 𝛼, 𝜔, 𝜇, Σ, 𝑋  
 

1- For 𝑗 = 1 to 𝑁, and 𝑘 = 1 to 𝑇, compute 

𝛽𝑗𝑘 as in following equation: 

𝛽𝑗𝑘 = 𝜔𝑖

𝛼

𝑖=1

𝑒−
1
2
(𝑋𝑘−𝜇𝑖)

𝑇 (𝑋𝑘−𝜇𝑖)
−1
𝑖  

2- Set 𝜆 =  𝑁, 𝑇, 𝜋, 𝐴, 𝛽 ; 

3- Execute 𝑃∗, 𝑞∗ = 𝑉𝑖𝑡𝑒𝑟𝑏𝑖 𝜆 ; 

4- Return 𝑃∗, 𝑞∗ . 

 

 𝑃∗ is the probability of the most likely path for 

a given sequences of observation. 

 𝑞∗ = 𝑞1
∗, … , 𝑞𝑇

∗  denotes the most likely 

path. 

 

And 𝑉𝑖𝑡𝑒𝑟𝑏𝑖 algorithm is: 

𝑃∗, 𝑞∗ = 𝑉𝑖𝑡𝑒𝑟𝑏𝑖 𝜆  

 

1- Initialization step: for 𝑖 = 1 to 𝑁 do 

 𝛿1 𝑖 =  𝜋𝑖𝛽𝑖1 
 𝜓1 𝑖 = 0 

2- Recursion step:  

for 𝑘 = 2 to 𝑇 and 𝑗 = 1 to 𝑁 do  

 𝛿𝑘 𝑗 = (max
1≤𝑖≤𝑁
𝛿𝑘−1(𝑖)𝑎𝑖𝑗 )𝛽𝑗𝑘 

 𝜓𝑘 𝑗 = arg max
1≤𝑖≤𝑁
𝛿𝑘−1(𝑖)𝑎𝑖𝑗  

3- Termination step: 

 𝑃∗ = max
1≤𝑖≤𝑁
𝛿𝑇(𝑖)  

 𝑞𝑇
∗ = arg max

1≤𝑖≤𝑁
𝛿𝑇(𝑖)  

 For 𝑘 = 𝑇 − 1 to 1 do 

𝑞𝑘
∗ = 𝜓𝑘+1(𝑞𝑘+1

∗) 
4- Return 𝑃∗, 𝑞∗  

Floating point operations 

Two floating point operations are used: 

 Comparison(FLLT) 

 Multiplication(FLMul) 

 

Each floating point operation consists of some 

integer operations that are computed by Server 

and Client. 


